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Abstract—A cluster analysis approach based on an ensem-
ble of unsupervised competitive neural networks for clustering
optimization is proposed in this paper. The proposed method
utilizes centroid neural network (CentNN) as its backbone, which
has been recognized as an effective data clustering algorithm
that can yield more satisfactory clustering error rates compared
to conventional methods. In an attempt to further enhance
the clustering results, this study investigates a centroid neural
network ensemble (CentNN-E). By leveraging the strengths of
multiple CentNN models, the proposed CentNN-E scheme aims
to mitigate individual biases and achieve more robust and
reliable clustering results. For one specific cluster, the prototypes
(centroid candidates) produced by multiple CentNN models (with
different initializations) are grouped by using Euclidean distance
and are convexly combined using error-based weighting on a
per-cluster basis. The resulting prototypes from the ensemble
are subsequently utilized as initial prototypes for a final exe-
cution. Experimental results on various synthetic test data sets
demonstrate that the proposed CentNN-E approach can yield
superior results and surpass a single CentNN algorithm in terms
of clustering error criterion.

Index Terms—Cluster analysis, clustering, unsupervised learn-
ing, centroid neural network, model ensemble.

I. INTRODUCTION

Data clustering is an unsupervised learning method used in

data analysis to automatically categorize and organize a set

of individual data points based on their shared characteristics.

Unlike certain types of machine learning techniques, clustering

does not require data points to have predefined labels. Instead,

it identifies patterns and structures within the data set itself,

making it particularly useful for exploring hidden patterns in

the data. There exist various genres of clustering algorithms

designed for different objectives. The most fundamental type

of clustering is partitional methods, which prioritize minimiz-

ing the clustering error (the sum of Euclidean distances from

all cluster centers to their respective data points). Notable

*Corresponding authors.

partitional clustering approaches including K-Means [1], K-

Means++ [2], Fuzzy C-Means (FCM) [3], POCS-based [4],

[5], and Centroid Neural Network (CentNN) [6] algorithms

have been commonly applied in numerous applications [7]–

[14]. Among these approaches, the CentNN method, an un-

supervised learning algorithm inspired by the well-known K-

Means clustering method, has been acknowledged as an effec-

tive approach that is capable of reducing clustering error by ap-

plying competitive learning with the concepts of winner/loser

neurons. The advantages of CentNN include effectiveness

and stability, as it provides a certain level of consistency

in clustering outcomes, thereby diminishing sensitivity to the

initial placement of cluster centroids. However, similar to any

unsupervised algorithms, the CentNN approach also has its

own drawback: the potential to converge to a local minimum

instead of an optimal clustering solution for the given data.

Inspired by the observations made on the CentNN algo-

rithm, in this paper, we propose a centroid neural network

ensemble model, called CentNN-E, to enhance clustering

outcomes. The proposed CentNN-E scheme combines the

strengths of multiple CentNN models in order to mitigate

individual biases and achieve more robust and dependable

results. For one specific cluster, the prototype candidates

generated by various CentNN models (with different initial

prototypes) are grouped based on Euclidean distance and then

are convexly combined using error-based weighting on a per-

cluster basis. These ensemble prototypes are subsequently

used as initial prototypes for a final execution. Through the

integration of insights from multiple models, the ensemble

aims to improve overall accuracy and minimize errors inherent

in individual models. Experimental results on various synthetic

data sets demonstrate that the proposed CentNN-E scheme

can outperform the CentNN algorithm and produce improved

results in terms of the total clustering error.

The remainder of this paper is organized as follows: Section
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Fig. 1: The prototype candidates for one cluster can be grouped based on Euclidean distance and then are convexly combined

using error-based weighting on a per-cluster basis.

II briefly describes the preliminaries of this research. The

proposed CentNN-E scheme is elaborated in Section III.

The results and analyses on various synthetic data sets are

presented in Section IV. Section V concludes the paper.

II. PRELIMINARIES

In this section, we briefly review the preliminaries that

influence this study including the CentNN algorithm and the

model ensemble method.

A. Centroid Neural Network (CentNN)

The CentNN algorithm [6] is a clustering approach that

identifies data prototypes within corresponding clusters for all

data vectors presented. Instead of recalculating the prototypes

of all clusters for every data presentation, the CentNN method

updates its weights only when the status of the considered

neuron in the current epoch differs from that in the previous

epoch. Specifically, when an input vector data x⃗ is introduced

into the network at epoch q, the winner neuron is determined

as the neuron with the minimum distance to x⃗. Conversely,

the loser neuron is defined as the neuron that was the winner

neuron for x⃗ at epoch q−1 but is not the winner neuron for x⃗

at the current epoch q. The objective function of the CentNN

algorithm can be expressed as:

E =
C∑

k=1

Ek =
C∑

k=1

Nk∑

n=1

||x⃗kn − p⃗k||, (1)

where C, Nk, and p⃗k denote the number of clusters, the

number of data points in the cluster k, and the prototype

of the cluster k, respectively. The final set of prototypes,

{p⃗k, 1 ≤ k ≤ C}, is obtained by minimizing the objective

function Eq. (1). The adaptive equations for updating winner

neuron w and loser neuron l can be written as follows:

p⃗w[q + 1] = p⃗w[q] +
1

Nw + 1
(x⃗− p⃗w[q]), (2)

p⃗l[q + 1] = p⃗l[q]−
1

Nl − 1
(x⃗− p⃗l[q]), (3)

where p⃗w and p⃗l denote the prototypes of the winner neuron

and the loser neuron, respectively. Note that the CentNN algo-

rithm only updates prototypes when an input vector changes

its cluster membership [6].

B. Ensemble Learning

In the field of machine learning, model ensemble (or en-

semble learning) [15] is a powerful technique that combines
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Fig. 2: The merged prototype candidates are utilized as initial

prototypes for one last execution.

predictions from multiple models to generate a more generaliz-

able and reliable outcome. Model ensemble provides a variety

of perspectives and leverages the collective information of

multiple models to improve performance, as individual models

might have their strengths and weaknesses. For instance,

if certain models are overly sensitive to specific variations

in the data, ensemble learning can help average out these

sensitivities, resulting in a more stable prediction.

Ensemble learning offers several advantages. Firstly, by

combining the predictions of multiple models, ensembles

often achieve higher accuracy compared to any single model

on its own. Additionally, ensemble methods can effectively

address the issue of overfitting, which occurs when a model

performs well on the training data but poorly on unseen

data. Furthermore, ensembles are less susceptible to errors

caused by individual models, making them more robust when

dealing with outliers and noise in the data. Ensemble learning

is particularly beneficial for improving the performance of

machine learning models in tasks such as classification and

regression. However, it is crucial to consider the trade-off be-

tween accuracy and complexity, since ensembles can be more

computationally expensive to train and interpret compared to

single models.

III. METHODOLOGY

In this section, we elaborate on the pipeline of the proposed

ensemble scheme. Given that the constraints of execution time

are not a concern, the objective is to effectively optimize the

clustering error. The proposed scheme utilizes the CentNN

algorithm as the backbone and adopts an ensemble method to

achieve improved overall accuracy and mitigate the errors and

biases present in any individual model.

Given two integers M and C representing the number of

CentNN members and the predetermined number of clusters,

respectively, the proposed scheme consists of several key steps

which are described as follows. Initially, multiple CentNN

members independently perform conventional clustering with

different initial prototypes on the given data set, resulting

in M sets, with each set containing C prototypes generated

by each member after convergence. Subsequently, prototype

grouping is carried out which involves identifying C groups

of prototypes. Each group has M prototypes which are yielded

by M separate CentNN members such that these M prototypes

Algorithm 1 The CentNN-E Scheme.

Input: Dataset, number of clusters C, number of CentNN

members M

Output: Cluster prototypes

Steps:

for i = 1, ...,M do

Apply the ith CentNN member to the dataset

Append prototype candidates to a list

Append respective clustering errors to a list

end

Merge prototypes

Apply CentNN using the set of merged prototypes as initial

prototypes

TABLE I: Descriptions of the synthetic data sets used for

experiments.

Datasets #Instances #Attributes #Clusters

Face Embeddings 118 128 5
Lena Image Blocks 4.096 64 8

MNIST 10,000 784 10

are closest to one another in terms of Euclidean distance

compared to the remaining prototypes. These M prototypes

are then convexly combined using error-based weighting on

a per-cluster basis, as illustrated in Fig. 1. That is, given

that {p⃗i, 1 ≤ i ≤ M} represents one set of prototypes after

grouping, and {ei, 1 ≤ i ≤ M} denotes a set of corresponding

clustering errors. The merged prototype of one group can be

calculated as:

p⃗g =

M∑

i=1

αip⃗i, (4)

where αi represents the weight for p⃗i, which is calculated as:

αi =

1

ei
M∑

j=1

1

ej

. (5)

The purpose of the weight calculating equation stated in Eq.

(5) is to prioritize the contribution of prototypes with lower

error while minimizing the influence of prototypes with higher

error in the calculation of the merged prototype. In the final

step, the proposed scheme utilizes the obtained set of merged

prototypes as initial prototypes and runs the CentNN algorithm

one more time to determine the final set of cluster prototypes,

as shown in Fig. 2. The pseudocode of the proposed scheme

is shown in Algorithm 1.

IV. EXPERIMENTS

In this section, experiments and analyses are conducted

to evaluate the effectiveness of the proposed method. The

synthetic data sets used for experiments are first described,

then the performance of the proposed scheme is discussed.



TABLE II: Clustering error on Face Embeddings for 10 independent runs.

Member 1 Member 2 Member 3 Member 4 Member 5 CentNN-E

1st 172.43 172.43 172.43 172.43 172.43 172.43
2nd 172.43 172.43 172.43 172.43 172.43 172.43
3rd 172.43 172.43 172.43 231.82 172.43 172.43
4th 172.43 172.43 172.43 172.43 231.82 172.43
5th 172.43 172.43 172.43 172.43 172.43 172.43
6th 172.43 230.56 172.43 172.43 172.43 172.43
7th 172.43 172.43 230.83 172.43 172.43 172.43
8th 172.43 172.43 230.62 172.43 172.43 172.43
9th 172.43 172.43 172.43 172.43 172.43 172.43

10th 172.43 172.43 231.01 172.43 172.43 172.43

TABLE III: Clustering error on Lena Image Blocks for 10 independent runs.

Member 1 Member 2 Member 3 Member 4 Member 5 CentNN-E

1st 88.42 88.42 91.33 88.48 89.07 90.05
2nd 90.04 93.46 91.86 91.86 90.05 90.00
3rd 89.13 93.53 93.53 88.56 93.19 88.99
4th 88.45 91.71 88.52 88.43 88.48 88.23
5th 88.38 91.58 97.46 88.42 91.19 89.62
6th 88.11 92.26 92.81 92.66 92.74 88.17
7th 88.48 96.03 88.49 88.49 91.90 88.42
8th 89.99 94.44 91.85 91.77 94.45 89.73
9th 88.25 89.97 92.79 89.80 89.98 89.91

10th 88.48 88.38 93.54 93.60 92.81 88.33

TABLE IV: Clustering error on MNIST dataset for 10 independent runs.

Member 1 Member 2 Member 3 Member 4 Member 5 CentNN-E

1st 1976.88 2008.44 2007.64 2111.23 2007.86 1935.42
2nd 1976.32 1975.92 2009.48 1975.57 1976.84 1943.21
3rd 1972.42 1972.47 1976.87 1972.45 1975.99 1965.51
4th 1976.36 1976.87 2007.76 1997.16 1976.72 1949.59
5th 1977.16 2129.16 1976.67 2009.51 1975.74 1968.11
6th 1972.42 1971.99 1972.81 2110.57 1972.96 1968.44
7th 1949.44 2010.26 2013.46 2001.74 2114.88 1968.99
8th 1975.92 1977.14 2007.64 2037.22 1975.81 1972.17
9th 1970.77 2069.04 2190.09 1973.88 1977.15 1972.44

10th 1976.71 1976.71 1976.64 2036.98 2014.52 1944.12

A. Data Preparation

In order to evaluate the performance of the proposed

scheme, experiments have been conducted on various synthetic

data sets, whose specifications are summarized in Table I.

Face Embeddings: The first dataset utilized in this research

is the Five Celebrity Faces dataset [16], a small dataset

comprising images of five celebrities: Ben Afflek, Elton John,

Jerry Seinfeld, Madonna, and Mindy Kaling. This dataset has

two sets of face images for training and validation. However,

due to its small size, the two image sets are combined to

create a unified dataset of 118 images for clustering purposes.

A pre-trained FaceNet model [17] is applied to generate

118 corresponding feature embeddings for all the images.

FaceNet takes as input a 160×160 RGB image and generates

a 128×1 embedding. Accordingly, a collection of 118 facial

embeddings with a dimension of 128×1 is derived and used

for clustering experiments.

Lena Image Blocks: The second data set is synthe-

sized from the well-known Lena image with a resolution of

512×512 pixels. Specifically, The image is partitioned into

blocks with a block size of 8×8, these blocks are then flattened

to generate a set of 64×1 embeddings. Accordingly, a total of

4,096 data vectors is obtained.

MNIST: The MNIST dataset [18] comprises 60,000 and

10,000 gray-scale images for training and validation, respec-

tively, with each image having a resolution of 28×28 pixels.

For the clustering experiments, the validation set is utilized

and all the validation images are reshaped into 784×1 to be

used as input data.

B. Results and Analyses

We first analyze the proposed CentNN-E scheme and its

CentNN members in terms of clustering error, as stated in

Eq. (1). The number of CentNN members is set to 5 and the

experiment on each data set is executed 10 times with the nu-

merical results reported in Table II, Table III, and Table IV. In

the case of the Face Embeddings data set, Table II reveals that

the proposed CentNN-E scheme consistently achieves stable

convergence results with similar clustering error rates across

all 10 executions, while certain CentNN members occasionally
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Fig. 3: Comparisons between CentNN and CentNN-E in terms of average and standard deviation of clustering error.

produce unstable and elevated error rates. The results for Lena

Image data, as presented in Table III, indicate that the error

rates given by the proposed CentNN-E scheme are frequently

lower than those yielded by its CentNN members. This trend

can also be witnessed in the outcomes for the MNIST dataset,

as summarized in Table IV. It is clear that the proposed

CentNN-E scheme generally surpasses its CentNN members in

this experiment by consistently yielding the lowest clustering

error in nearly all scenarios.

In order to provide a more comprehensive comparison, a

thorough analysis comparing the proposed CentNN-E scheme

with a single CentNN algorithm is conducted. Specifically,

each scheme is executed separately 20 times on the three

aforementioned data sets. The results, including the average

and standard deviation values of clustering error, are presented

in Fig. 3, showcasing that the proposed CentNN-E scheme

outperforms the single CentNN method in all three cases,

presenting significant improvements in both average and stan-

dard deviation values of clustering error. Notably, on the Face

Embeddings data, the proposed CentNN-E scheme achieves

zero deviation after 20 executions. This implies that the

proposed CentNN-E scheme can produce a stable convergence

process when compared to a single CentNN approach.

V. CONCLUSIONS

In this paper, a centroid neural network (CentNN)-based

ensemble scheme for clustering optimization is proposed. The

CentNN algorithm is a clustering approach that is acknowl-

edged for its prowess in demonstrating superior clustering

error rates compared to other conventional methods. To further

enhance clustering results, this study explores a centroid neural

network ensemble (CentNN-E) to capitalize on the strengths

of multiple CentNN models so as to mitigate biases present in

any individual model and achieve more accurate results. The

prototype candidates generated by various CentNN models for

a specific cluster are grouped based on Euclidean distance

and combined convexly using error-based weighting on a per-

cluster basis. The merged prototypes are afterward adopted as

initial prototypes for a final execution. Empirical results on

various synthetic test data sets have shown that the proposed

CentNN-E approach surpasses the CentNN algorithm and

produces superior clustering error results.
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