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Abstract – The rapid development of artificial intelligence 

leads to many studies on autonomous robot and self-driving 

vehicles, in which, autonomous driving plays one of the most 

important roles in supporting a robot or a car to be able to 

observe, move, and avoid obstacles. In this paper, a new 

method is proposed to detect road lane markings for 

supporting surveillance and autonomous driving. Images 

captured from a front-view camera are fed forward into a 

semantic segmentation network to extract features for 

detecting road lane markings, the network is constructed based 

on U-Net architecture, a convolutional neural network 

developed for biomedical image segmentation, then Hough 

Transform method is implemented in the system to determine 

lines in the segmentation network outcomes. In addition, 

Hough Transform yields plenty of lines from segmented 

images, thus K-means Clustering algorithm is also investigated 

to compute and point out the fittest line with each road lane 

marking. The effectiveness of the system was validated by 

testing on CARLA simulator, an open-source simulator for 

research on autonomous driving. Experiments proved that the 

proposed method can work with favorable results. 
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I. INTRODUCTION 

Nowadays, the development of computer science and 
technology along with the power of Graphics Processing 
Unit (GPU) has brought Artificial Intelligence (AI) to a 
higher level [1], it helps computers and robots can learn and 
even have deductions like humans. Robots now can 
accomplish most of tasks instead of humans, especially in 
delivery, medical, and military, even with the more effective 
than humans [1-2]. In near future, machines along with AI 
will replace people in management, control projects and 
plans for an organization's activities, or in difficult and 
dangerous jobs. 

Autonomous driving has been an important research field 
for years [2-3] because of its valuable applications such as 
helping to save time for driving and the driver can do other 
works instead, or reduce traffic accident due to doze. With 
the support of AI, it has become one of the most exciting 
research topics in automotive technology. In fact, auto 
manufacturers have brought AI into their manufacturing 
models and all just in the process of testing [2]. A self-
driving car will save much time yet will also be riskier if 
they are not really smart enough. 

Nowadays, research institutes around the world have 
succeeded in studying advanced driver-assistance systems 
(ADAS) and many methods are applied such as behavioral 
cloning, path planning, obstacles avoidance, road lane 
detection [2], etc. In this paper, we propose a new approach 

for road lane markings detection based on convolutional 
neural network. 

The process is divided into two parts: In the first part, 
images collected by using a front-view camera mounted on 
the car are passed through a U-Net-based segmentation 
network [4] to extract the features of road lane markings, the 
outcome of the network is segmented images which have the 
same size with the input images, 512x512 pixels. In the 
second part, a series of mathematics methods including 
Hough Transforms [5-6] and K-means Clustering [7] is 
applied to produce the straight lines describing the road lane 
markings in the input image. The final outcome of the 
system is the lines that are fittest to the road lane markings. 

The rest of this paper is organized as follows. In the next 
part, section II, related work is discussed. Section III 
introduces CARLA simulator [3], an open-source simulator 
for autonomous driving studies. Next, section IV firstly 
describes the process of the system, then the main method 
including U-Net-based semantic segmentation, Hough 
Transform method, and K-means Clustering algorithm is 
presented. After that, the experiments executed on CARLA 
simulator for validating the effectiveness of the system are 
discussed in section V. Eventually, section VI concerns the 
conclusions of the paper. 

II. RELATED WORK 

Studies on self-driving vehicles aiding systems have 
increased significantly in recent years. In particular, road 
lane markings detection is still an interesting topic that 
continues to be exploited and developed [8-16], over the 
years, similar techniques have been studied and tested to 
detect road lane markings. 

An overview of road lane markings detection techniques 
based on edges, area usage, and continuous tracking, etc. can 
be found in [5-6][9-14]. However, those methods mostly 
used computer vision techniques such as pure color filters 
[9], bird eyes view [10], edge detection [6][10], etc. but those 
are easily affected by the environmental condition as light, 
clarity of images, etc. Some notable research papers such as 
a research used geometric pattern matching and edge 
detection to detect signs road markers like arrows in [13], 
however, this method is too slow to be applied on a real car 
in real time, Histogram of Oriented Gradients (HOG) had 
been studied to apply to detect road markings in [15], a lane 
detection method based on improved RANSAC algorithm 
can be found in [16]. Certainly, studies concerning traffic 
problems and human life must meet the requirements of 
safety, especially can operate in real time. Therefore, we 
propose a new approach to use deep learning and take 
advantage of the power of GPU to detect road lane markings 
for supporting autonomous driving. 



The issues of autonomous driving research are no longer 
new problems, but the methods to solve them always need 
innovation. U-Net is a fully convolutional network that 
works very well in segmenting biomedical images, it can 
demonstrate high-precision segmentation results with less 
training image data [4], therefore, we applied U-Net into 
road lane markings segmentation and combined it with 
Hough Transform method and K-means Clustering algorithm 
to produce more precise detection. This is a new approach 
that has never been studied and applied before. In addition, 
CARLA simulator is a powerful open-source simulator for 
autonomous driving studies, thus we also investigated its 
robustness and evaluated the model on this simulator. 

III. CARLA SIMULATOR 

CARLA is an open-source simulator developed to 
support self-driving research and development [3]. CARLA 
provides simulation-based digital resources such as 
buildings, vehicles, roads, etc. and can be used freely. The 
vehicle's sensor system includes LiDARs, cameras which 
users can specify the number and the position mounted on 
the car, the different environmental conditions, the weather 
can be changed to adapt to the actual conditions. The data 
displayed on the main screen illustrates useful information 
for research and evaluation [3]. Fig. 1 depicts some images 
of CARLA simulator. 

 

Fig. 1. Scenes which were captured from CARLA Simulator. 

CARLA supports studies in developing, illustrating and 
analyzing the detailed performance of autonomous driving 
systems. CARLA is carried out for issues to evaluate three 
autonomous driving approaches. First of all, a subsystem for 
visual perception, planning, and control, this is the most 
popular architecture for almost autonomous driving systems. 
The second approach is based on an end-to-end deep 
learning network such as behavioral cloning. The final 
approach is based on reinforcement learning, another branch 
of autonomous driving research and a type of machine 
learning technique [3]. 

IV. METHOD 

This section firstly discusses the process of the system, 
then each step of the process will be presented. There are 
three main steps corresponding to subsections B, C and D to 

process an image in order to find out the road lane markings 
with the lines which depict them. 

A. System Process 

The process of the system is divided into 3 steps: After 
an image is captured by using a front-view camera mounted 
on the car, (S1) the image is passed forward into a U-Net-
architecture-based convolutional neural network to extract 
features of road lane markings, (S2) Hough Transforms is 
applied to find lines and parameters of these lines which 
describe the detected road lane markings in the previous step, 
(S3) K-means Clustering finally is used to compute the lines 
which are the best description for the actual road lane 
markings. These 3 steps are illustrated in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. The System Process. 

B. U-Net-based Semantic Segmentation 

U-Net is a fully convolutional network published in 
MICCAI 2015 [4] and achieved more than 4000 citations at 
the end of 2018. U-Net was developed for biomedical image 
segmentation, its architecture was modified to yield more 
precise segmentation results yet fewer training images. 
Besides, the processing speed is also very fast because the 
input size of the model is just 512x512 pixels and the 
segmentation of an image with that size may take only a few 
milliseconds on a recent GPU. The network architecture 
looks like U-shape which is depicted in Fig. 3. 

 

Fig. 3. U-Net Architecture. 
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The network architecture composes of a contracting path 
and an expansive path [4]. The contracting path is a 
convolutional neural network (CNN) that consists of 
repeated convolution layers, similar to general CNN, each of 
them is followed by rectified linear units (ReLU) and max-
pooling operation. The expansive path is a sequence of up-
convolution layers which combines spatial information and 
features, and concatenations of high-resolution features from 
the contracting path. The two main things that make U-Net 
different from other convolutional neural network 
architectures are: U-Net is symmetric; and U-Net applies 
concatenation operator instead of a sum in the skip 
connections between the down-sampling path and the up-
sampling path [4]. 

Although U-net was invented for the application of 
biomedical image segmentation, now it has been applied to a 
wider range of applications, for example, supporting self-
driving vehicles, image-segmentation-based object detection, 
etc. Fig. 4 depicts input images and labeled images for 
training the U-Net segmentation model, Fig. 4-a shows an 
input image and Fig. 4-b is its labeled image, similarly, Fig. 
4-d shows a labeled image corresponding to the input image 
depicted in Fig. 4-c. 

 
(a)                                            (b) 

 
(c)                                            (d) 

Fig. 4. Input Images and Labeled Images for Training the Segmentation 
Model. 

 
(a)                            (b)                             (c) 

 
(d)                            (e)                             (f) 

Fig. 5. Examples of Segmentation Result. 

The segmentation model was trained in over 20 hours 
with the dataset of approximately 4000 images for both the 
training image data captured from CARLA simulator and 

labeled image data (2000 images for each). In the training 
process, the data was also augmented by flipping images, 
adding salt-and-pepper noise, blurring with 3x3, 5x5, and 
7x7 filters. 

Fig. 5 demonstrates some examples of the segmentation 
result; in which, Fig. 5-(a, d) shows images which were 
captured by using a front-view camera in CARLA simulator, 
Fig. 5-(b, e) are the segmented images that were yielded by 
the segmentation network, Fig. 5-(c, f) are the mergers of the 
captured images and the segmented images to show up the 
detection results. 

C. Search of Straight Lines  

Segmented images yielded in the previous step include 
thick curves which describe detected road lane markings, but 
the parameters describe those curves were not known. Thus, 
for the sake of simplicity, a process of finding straight lines 
that depict the straight parts of the detected curves was 
carried out. Furthermore, Hough Transform is the most 
popular technique for detecting straight lines [5-6] or even 
other shapes, hence, the technique was deployed for the 
straight lines searching part in the system. 

Particularly, Hough Transforms describes a straight line 
as in (1), in which, ρ is the distance from the straight line to 
the origin of the coordinates, and θ is the angle between the 
horizontal axis and the perpendicular line from the origin to 
the straight line. Fig. 6 illustrates those parameters in the 
coordinate system Oxy. 

(d): ρ = x.cosθ + y.sinθ     (1) 

 

 
 

 

 

 

 

 

Fig. 6. Hough Transforms. 

D. Clustering Process 

After using Hough Transform technique to find the lines 
in the image, the output will be a group of lines describing 
the road lane markings, afterward, the task would be 
computing the lines which are the best description for the 
road lane markings, hence, a clustering process can be 
applied. K-Means Clustering and DBSCAN are two potential 
candidates for this problem, however, the one that was 
chosen was K-Means Clustering because of its performance 
which outperforms DBSCAN [17]. 

K-means Clustering uses iterative refinement to produce 
the final result. The input of the algorithm is cluster number 
Κ and dataset. Dataset is a set of features depicted by point 
data. The algorithm starts with initial estimates for the 
centroids of K clusters, which can be randomly generated or 
randomly selected from the dataset, then the centroids are 
updated continuously until they no longer change [7]. 
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Fig. 7. K-means Clustering Algorithm. 

Fig. 7 illustrates K-means Clustering algorithm with the 
dataset consisting of all the small dots. The assumption is 
that the number of clusters is 3 corresponding to 3 colors red, 
green, and blue, the three bigger dots are the centroids of the 
clusters that K-means Clustering would produce. 

Clustering algorithms mathematically employ an iterative 
approach to group the data into a pre-determined number of 
clusters by minimizing a cost function as in (2), where cj is 
the centroid of jth cluster and is the centroid nearest to data 
object xi, n is the number of elements in data set, q is an 
integer which determines the distance function (q = 2 for 
Euclidean distance) [7]. 

 

The current dataset is a set of points in the coordinate 
system, each point is defined with coordinates (ρ, θ), so the 
points describing the same road lane marking will have 
values (ρ, θ) close together or in other words in the 
coordinate system these points will lie close together to form 
a defined cluster of points. This research focuses on 
identifying the two road lane markings corresponding to the 
road lane on which the vehicle is located. Depending on the 
route, the number of clusters K can be chosen accordingly. 
This research investigates the case of vehicles running on 
only one lane, so the number of clusters must be 2 (K = 2). 
Fig. 8 shows an example of applying K-means Clustering 
algorithm to compute the final road line markings, in which, 
Fig. 8-a is an output of the lines-searching process then K-
means Clustering computes and points out the fittest lines 
shown in Fig. 8-b. 

  

(a)                                           (b) 

Fig. 8. Before and After Applying K-means Clustering. 

In the case of the detected road lane markings are curved, 
Hough Line method might find much more lines than the 
case of the road lane markings are straight and the θ 
parameters of these lines might be different. Then K-means 
Clustering algorithm will compute to find the mean of these 
θ parameters, therefore, the final lines which depict those 
curve road lane markings are tangent lines to the curves at 
the points that are the average of θ parameters. 

V. SYSTEM VALIDATION 

This section shows the experiment results of testing the 
system in CARLA simulator with the GeForce GTX 1080 Ti 
Graphics Cards. The experiment proved that the system can 
obtain the processing speed of over 100 FPS. In addition, to 
reduce the processing time, the images before being fed into 
the segmentation model are resized from 800x600 pixels to 
512x512 pixels. Training images were captured in different 
conditions, moreover, to augment the dataset, original 
images were flipped, blurred with 3x3, 5x5, 7x7 filters, and 
added noises, thus, the number of the images in the dataset 
were increased approximately of 10 times. 

Fig. 9-(a, b, c) depicts some examples of the experiment, 
Fig. 9-a is a captured image, Fig. 9-b is an outcome of the 
segmentation model, apply Hough Transform and K-means 
Clustering then the lines are drawn on the original image in 
Fig. 9-c; similarly with Fig. 9-(d, e, f); Fig. 9-(g, h, i) 
illustrates a case of detected road lane marking is curved. 

 
  (a)                            (b)                             (c) 

 
  (d)                            (e)                             (f) 

 
  (g)                            (h)                             (i) 

Fig. 9. Experimental Results in CARLA Simulator. 

VI. CONCLUSIONS 

In this paper, a robust road lane markings detection 
system based on the U-Net convolutional neural network is 
proposed. After many efforts to improve the method, the 
system has demonstrated favorable detected results. Once 
road lane markings are detected, the lines parameters that 

x 

y 

O 

(2) 



depict the road lane can be used to support the surveillance 
system or even the main controller in autonomous vehicles. 
The experiments were executed on CARLA simulator with 
the performance is over 100 FPS when running on the 
GeForce GTX 1080 Ti Graphics Cards. During the research, 
there was still a problem that we had to face that the system 
worked well in the case of the road is straight but still did not 
give very good results in the curve ones. 

An improvement of the system to be capable of detecting 
curve road lane markings with greater accuracy will be 
proposed in the future. 
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